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ABSTRACT

Electricity theftposes not only considerable financial risks to utility providers but also threatens
the stability and reliability of electrical grids. This growing issue necessitates innovative and

effective solutions to ensure rapid and accurate anomaly detection.

In this work, we propose an application based on-antmders, an advanced type of artificial
neural network, to detect electricity theft by identifying irregular consumption patterns. Auto
encoders are particularly wedlited to this task due to their atyilto learn and represent

complex data, thereby distinguishing normal consumption behaviors from anomalies.

Traditional detection methods, such as threshalsked analyses, often prove insufficient in the

face of the increasing sophistication of eledlyitheft techniques. These approaches can lack
precision and speed, leading to substantial financial losses and additional strain on electrical
grid infrastructures. In response to these challenges, the use of advanced technologies like auto
encoders becoes crucial. These networks can analyze vast amounts of data-timreal
detecting subtle irregularities and abnormal consumption patterns that might indicate theft. By
automating and enhancing detection, our application aims to provide utility prowiilera

powerful tool to protect their grids, reduce financial losses, and ensure a more secure and stable

energy distribution.

Thus, our study highlights the importance of integrating machine learning technologies into
the management of electrical gridslgsroposes a promising solution for the future of energy

monitoring.



Résume

Le vol do®l ectricit® repr®sente non seul eme
fournisseurs de serviceshiics, mais menace également la stabilité et la fiabilité des réseaux
électriques. Cette problématique croissante nécessite des solutions innovantes et efficaces pour

assurer une détection rapide et précise des anomalies.

Dans ce travail, nous proposonsuapplication basée sur des aatwodeurs, un type avancé

de réseau neuronal artificiel, pour détecter le vol d'électricité en identifiant les schémas de
consommation irréguliers. Les ateacodeurs sont particulierement adaptés a cette tache en
raison ddeur capacité a apprendre et a représenter des données complexes, permettant ainsi de

distinguer les comportements de consommation normaux des anomalies.

Les méthodes de détection traditionnelles, telles que les analyses basées sur des seuils simples,
se révelent souvent insuffisantes face a la sophistication croissante des technigues de vol
do®l ectricit®. Ces approches peuvent manquer
financiéres substantielles et une charge supplémentaire pour lesrucftass des réseaux
électriqgues. En réponse a ces défis, I'utilisation de technologies avancées comme les auto
encodeurs devient cruciale. Ces réseaux peuvent analyser de vastes quantités de données en
temps réel, détectant des irrégularités subtiledest modéles anormaux de consommation
d'énergie qui pourraient indiquer un vol. En automatisant et en améliorant la détection, notre
application vise a fournir aux fournisseurs de services publics un outil puissant pour protéger
leurs réseaux, réduire lesnpes financiéres et assurer une distribution d'énergie plus sécurisée

et stable.

Ainsi, notre étude souligne I'importance de l'intégration des technologies de machine learning
dans la gestion des réseaux électriques et propose une solution prometteliaegmirude la

surveillance énergétique.
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Introduction

Electricity theft is a pervasive problem that affects utility companies and consumers worldwide.
This illegal practicewhich involves tampering with meters, bypassing them altogether, or

illicitly reconnecting disconnected service, results in significant financial losses and
operational challenges for utility providers. Additionally, it can pose serious safety risks to the

public and the thieves themselves.

The economic impact of electricity theft is staggering. Utility companies face billions of dollars
in losses annually due to unbilled consumption, which ultimately leads to higher costs for all
customers as providers ettpt to recoup their losses. This also hinders investments in
infrastructure improvements and the maintenance of a reliable power supply. The ripple effects
extend beyond financial losses, contributing to inefficiencies and unfair pricing in the energy

maiket.

Traditional methods of detecting electricity theft, such as manual inspections and audits, are
laborintensive, timeconsuming, and often ineffective in catching sophisticated theft
techniques. However, advancements in technology, particularly ficiattintelligence (Al),

offer new hope in tackling this aged problem.

The application of deep learning autoencoders in electricity theft detection offers several
advantages. By analyzing vast amounts of data from smart meters, billing systems, and
cudgomer records, these Al models can identify unusual consumption patterns that suggest
theft. This automated process is not only faster but also more accurate than traditional methods,
significantly enhancing the efficiency of theft detection.

For instance, ouDUANKOU webapplication leverages the power of deep learning to combat
electricity theft. It analyzes timgeries data of electricity usage, demographic information, and
environmental factors to detect anomalies indicative of theft. Styhisticated approach
allows utility companies to quickly and accurately identify suspicious activities, reduce losses,

and allocate resources more effectively
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CHAPTER1 ARTIFICIAL INTELLEGENCE

Introduction

Artificial intelligence (Al) encompasses the simulation of human intelligence by machines,
including machine learning (ML) and deep learning (DL). ML involves algorithms that enable
computers to learn from data, making predictions or decisiatisout being explicitly
programmed. DL, a subset of ML, utilizes deep neural networks to learn complex patterns from
large datasets, achieving remarkable success in various domains. Together, these fields
advance the development of intelligent systenpabke of perceiving, reasoning, and acting

autonomously to solve diverse problems.

In this chapter, we will explore various artificial intelligence techniques commonly employed
for pattern recognition. These techniques are categorized into two maimtgodsne learning

and deep learning, with a special focus on Autoencoders within the deep learning category.
1. Machine learning

ML is a field of study that gives computers the ability to learn without being explicitly
programmed1l]. These algorithms build models baseddatat r ai ni n g, al so cal
dat ao, i n order t o p emakingrwithoup thes weedcforiexplcis o r
programming this effect. Machine learning algorithms are widely used in vdigtds sut

as medicine and computer visif#].
1.1 Learning types

Machine learning can be divided into several main categories: supervised learning,
unsupervised learning, seisuipervised learning, reinforcement learning, andseervised

learning.
1.1.1 Supervised learning

Supervised learning is a machine learning task that involves learning a function to map inputs
to outputs based on example inowitput pairs. It infers this function from labeled training
data, which consist of training examples. Sued learning algorithms require external
guidance and typically involve dividing the input data set into a training set and a test set. The
training set includes an output variable that needs to be predicted or classified. Algorithms
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learn patterns frm the training set and apply these learned patterns to the test set for prediction

or classification [3].
1.1.2 Unsupervised learning

Unsupervised learning occurs without the use of data labels. In this approach, the model learns
internal representatior important features to discover unknown relationships or structures

in the input data. Techniques such as clustering, dimensionality reduction, and generative
models are often considered unsupervised learning mejfithpds

T
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FIG 1.1: Supervised and unsupervised learning

1.1.3 SemiSupervised Learning

Semisupervised learning employs a combination of a small amount of labeled data and a large
amount of unlabeled data to improve model performaritke reducing the need for extensive
labeled datasets. Initially, the model is trained using the available labeled data. It is then refined
using the unlabeled data through methods such as pthelmgor co-training. Finally, the
refined model is rettined on the labeled data, now with improved generalization abilities due

to the inclusion of information from the unlabeled d&fa
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FIG 1.2: semisupervised learning

1.1.4 Reinforcement learning

A key challenge unigue to reinforcement learning is the todfdbetween exploration and
exploitation. To maximize rewards, a reinforcemeatiéng agent must exploit actions that it

has already tried and found effective. However, to identify these rewarding actions, the agent
must also explore actions it has not previously selected. Therefore, the agent needs to balance
exploiting its currenknowledge to gain immediate rewards with exploring new actions to
enhance its future decisianaking. Successfully managing this balance is crucial for the

agent's longerm success [6

envirenment

1
agent ﬂ :

actians .
' —_—

":wmr‘dﬁ
EI : shservations - &
FIG 1.3: Reinforcement learningveb 01).

1.1.5Seli-Supervised Learning

Selfsupervised learning primarily uses unlabeled data, creating its own labels from the data
itself to learn useful representations or features without relying on manual labels. The process

begins with a pretext task, where thedebis trained on an auxiliary task such as predicting
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the next word in a sentenoefilling in missing parts of an image. Through this auxiliary task,
the model learns meaningful representations of the data. These learned representations are then

fine-tuned on a specific downstream task using labeled data, if avajijble.

Self-Supervised
Learning

FIG 1.4: Selfsupervised learning (wel®).

1.2Machine learning methods

There are several machine learning methods. In this section, we concisely present the most
commonly used and popular classification mo&elpport vector machines (SVM),

1. Support VectoMachines (SVM): SVMs classify data by finding the optimal hyperplane
that separates classes in a hiymensional space. They are effective in hiymensional
settings and can handle both linear and-imeear classification through kernel functions.

2. K-Nearest Neighbors (KNN): KNN classifies data points based on the majority class of their
'k’ nearest neighbors. It is simple and p@mametric but can be computationally intensive and
sensitive to the choice of 'k' and distance metric.

3. Decision TreesDecision trees use a flowchdilte structure to make decisions based on
feature tests, leading to class labels. They are easy to interpret but can overfit if they become

too complex.

4. Logistic Regression: Logistic regression is a linear model for yiossification that
estimates the probability of an outcome using the logistic function. It is efficient, interpretable,

and suitable for large datasets, despite its simplicity.
2. Deep learning

Deep learning, a subset of machine learning, utilizes artificial neural networks inspired by the

human brain to create efficient algorithms for complex classification problems. It relies on
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complex neural networks and large, precise datasets to enaédm@mous machine learning,
similar to human learning. As a leading technology in artificial intelligence (Al), deep learning
is widely used in various fields such as computer vision, natural language processing,

healthcare, and finan¢é].
2.1 Origin

The concept of biological neurons serves as the foundation for artificial neural networks, a key

component of deep learning.
2.1.1Biological neuron

The human brain consists of nearly 100 billion neurons, each intricately connected to many
others, forming a@mplex network. Each neuron comprises several components: dendrites,
which serve as the neurondés inputs and trans
processes the incoming information and determines the neuron's response; and the axon,
through which the processed information is sent. The end of the axon forms synapses, the
contact points with other neurons' dendrites or muscle fibers, ensuring communication and

facilitating nervous responsg.

Dendrite Vit
Synapse ’

= Cell body(Soma) ,

aae®™ 2

FIG 1.5:Biological neuron
2.1.2 Artificial neural networks (ANN)

Artificial neural networks (ANNSs) are computational models inspired by the brain's structure,

consisting of interconnected "neurons” organized in layers. Each neuron's behavior is

determined by connections and associated parameters, with weights representing the strength

of connections between neurons in consecutive layers. ANNSs typically feature an input layer
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for receiving data, one or more hidden layers for processing informationan output layer

for producing predictions or classifications. The complexity of the problem being addressed
determines the number of hidden layers and neurons within them. Figure 2.2 depicts a typical
ANN architecture with two hidden layers, illudireg the network’s interconnected structure

that enables learning and task performance, such as classification, regression, or pattern

recognition[9].

FIG 1.6. ANN architecture (welb3).

2.1.3The multi-layer perceptron

A widely usedmodel in artificial neural networks (ANNS) is the mdéyer perceptron (MLP),

which is the most common type of ANN currently employed. The MLP architecture consists
of an input layer, one or more hidden layers, and an output layer. Each layer contapie mu
neurons, and neurons within one layer are connected to those in adjacent layers with different

weights, determining the influence of one unit on another.

The primary task of an MLP is to generate the desired output based on specific input patterns.
To achieve this, the perceptron learns by processing-oytptut pairs. Inputs and desired
outputs are fed into the network, and the error between the actual and desired outputs is
computed. During the training phase of the ANN, the system's parametaedyrthe weights

in the connections between neurons, are adjusted iteratively to minimize the discrepancy

between the desired and actual outputs.

MLPs are particularly effective in addressing problems that involvelinear separability,
such as classifation and approximation of continuous functions. Their layered structure and
ability to learn complex relationships make them valuable tools in various domains of machine

learning and artificial intelligendel(].




CHAPTER1 ARTIFICIAL INTELLEGENCE

2.1.4 Dense network

A dense networkalso known as a fully connected neural network, consists of layers of
interconnected neurons, where each neuron in one layer is connected to every neuron in the
subsequent layer. These connections are weighted, and during training, these weights are
adjused to minimize the error between predicted and actual outputs. Activation functions
introduce norinearities to the network, allowing it to capture complex relationships within

the data. Trained through supervised learning, dense networks are widedygldahtasks such

as classification and regression, finding applications in areas like image recognition and natural
language processing. However, they are susceptible to overfitting, a phenomenon where the
model performs well on training data but faits generalize to unseen data. Regularization
techniques such as dropout and L2 regularization can help alleviate this issue by preventing the
network from becoming overly complex, thereby enhancing its generalization capduilifies

input layer

r nidden laver

FIG 1.7: Dense Btwork architecture (web4)

Activation Functions

For neural networks to function properly, Activation Functions are essential, especially when
there are multiple layers. The weights of each stratum are identical. This is accompjished

calculating the gradient of the global loss function concerning each weight vector.

For the gradient to be computed effectively, it must traverse each layer. The gradient's value is

determined by how we convert the layer's input. To keep training with the proper gradient, it

10
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would also be preferable to provide non saturating activationtions. These are a few

instances of frequently used activation functions

Logistics function (Sigmoid): This is one of the most frequently utilized functions. It is
commonly referred to as the logistic function or the logistics sigmoid, and it is libetesen

0 and 1, and it may be understood stochastically as the probability that the neuron alttivates.
is defined as:

(I) p
” p -Q

Hyperbolic Tangent (TanH): The TanH function is a trigopnometric function wheseveform
gives it the privilege of beingelected among the activation functions. Ithe same as the
logistic sigmoid function, but better the value is between 1-andfter differentiation, the
value of this function becomes less thait is defined as:
o Q Q
5 Q Q
Rectified Linear Unit (ReLU): The ReLU function is likely the one that is most similar to its
biological counterpart. Recently, many jobs (particularly those involving computer visions)
have started to favor this function. As in the formula bellow, thistfan returns 0 if the entry
z is less than 0 and returns z it self ,if it is greater th#tndefined as:
YQOdY 1 Aa@hd
GAUSSIAN ERROR LINEAR UNIT (GELU): This function solves most of the previous
activations function issues and moneportantly avoids the vanishing gradients problem. It
provides a well defined gradient in the neg ative area and prevents neurons from dying. The

GELU is formula approximated by:

000l T@hp OATS & TEIT T P U

Softmax: Softmax is a special activation function for classification networks with folaléis
problems.The softmax function is a function that turns a vector of K real values into a vector
of K real values that sum to 1. The input values can be positive, negatioeor greater than

one, but the softmax transforms them into values between 0 and 1, so that they can be

interpreted as probabilities. If one of the inputs is small or negative, the softmax turns it into a

11
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small probability, and if an input is largéen it turns it into a large probability, but it will
always remain between 0 anditlis defined as :

i € Q0 @ w%
The cost (loss) functions
In order to update the weights tying the neurons together, neural networks use a
badpropagation technique based on the cost function. A cost function or the error function is
how the global network did, a single value generally measured via the average difference
between the output and the expected output of a training sample. We chrdedhat cost
function depends on the network weights, the biases of the network, and one training sample
with the expected value of that training sample. Examples of commonly used cost functions :
fMean Squared Error (MSE): Also known as the Quadratic cost function formula or

maximum likelihood, it is the default choice for regression probléfgsation (8) explains

how to calculate it.

2.2 DL techniques

Deep learning encompasses various techsidgjuat enable neural networks to learn complex patterns

from data. Here are some key techniqgues commonly used in deep learning
2.2.1Convolutional neural networks (CNN)

Convolutional neural networks (CNNs) derive their name from their utilization of the
convolution operation in mathematics. They represent a specialized form of neural networks
that employ convolution instead of traditional matrix multiplication, particularly in at least one
of their layers. CNNs excel in learning from data with local dati@ns, as convolution allows

for the extraction of relevant features. In CNNs, convolutional kernels generate outputs passed
through a nodinear activation function, facilitating the learning of abstract features and
introducing nonlinearity into the &ure space. This nonlinearity enables CNNs to differentiate
responses and learn semantic differences in images more effectively. The CNN architecture
comprises three primary neural layers: Convolutional layer, Pooling layer, and Fully
Connected layer, ehcserving distinct roles in the network's processing of [da&th
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FIG 1.8 CNN architecture (web 07).

2.2.2Recurrent Neural Networks (RNN)

Recurrent neural networks (RNNs) are specialized deep learning models primarily used for
time seriegelatedtasks. They excel in domains such as signal processing, natural language
processing, and speech recognition. RNNs possess the unigue capability to capture temporal
dependencies by utilizing previous outputs as inputs for subsequent steps, facilitdteid by t
internal memory. This temporal context consideration enables RNNs to achieve superior
performance in tasks where timing is critical. However, traditional RNNs encounter challenges
in learning longterm temporal dependencies, typically beyond a fewrelis time steps
(approximately 5 to 10) between relevant input events and target sifftilg.23

Transformer

The Transformer, a revolutionary deep learning architecture introduced in the paper "Attention
is All You Need" by Vaswani et al. (201 7gvolutionized natural language processing tasks.
Originally designed for sequential input data, Transformers leveragatteition mechanisms

to provide context to input sequences, allowing for-lo@ar processing and parallelization.
Unlike recurrentneural networkbased models, Transformers do not require sequential
processing of input, leading to increased parallelization and reduced training time. The
Transformer architecture consists of an encal#&oder structure, comprising layers of Multi
Head Attention followed by MLP layers. Each layer incorporates residual connections to
facilitate the flow of information. Input sequences, tokenized into words, are embedded into

vectors of size model, enabling efficient processing and representation af tiata
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FIG 1.9 Transformeiarchitecture (web#§).

3. Autoencoder[14]
3.1 Definition

The success of deep learning owes much to a method or group of methods known as
unsupervised preraining. This technique prepares deep neural networleildate effective
training via the backpropagation algorithm. While the concept of unsupervisédipieg has

existed since the mi#l980s, it gained prominence when Hinton and his colleagues
systematically explored its potential, demonstrating tleapdeural networks (DNNs) could

be effectively trained. Initially, they utilized a generative model called the restricted Boltzmann
machine. However, it became evident that simpler feedforward networks, known as
autoencoders, could achieve similar resuhsitoencoders come in various forms and

variations, but in this discussion, we'll focus on some of the most popular and fundamental

types
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g=feQ O O]

W, decoder
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W, = encoder
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FIG 1.10: Simple autoencodarchitecture

3.2 Principle and functioning

Figure 3.1 shows a simple autoencoder with one hidden layer in the midtleough the

bottom and top layers show only three neurons and the middle only two, they may contain as
many neurons as one designates. The bottom and top layers have the same number of neurons,
and typically, but not always, the middle layer has fewarrows. In such a case, the
autoencoder is called an undercomplete autoencoder, and if the middle layer has more neurons,
it is called an overcomplete autoencoder. The malrix is the collection of weights

connecting the bottom and the middle layers @ndhe middle and the top. They are usually,

but not always, tied, ied ® .Sonowleto =Wandw =w . Theinput x is fed

into the bottom layer to produce

~
g

N, o0 0
in the middle layer, and from this is gotten the outpiut the top layer
w A®OQ O

The basic goal of an autoencodeutxasposdibte. mak e
Now it cannot always be done if the number of neurons in the middle layer is much smaller
than in the bottom or the tom this case, the middle layer value h is sort of like compressed

data of the input, and because of this reason, e ® 0 @38

So in this sense, the neural network consisting of the bottom and the middle layers is called an
encoder, and the network made up of the middle andbiegrs is called a decoder, and we

write
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®w Q0 w
To see how to make this encodkacoder combination work, let the dataset be
0O
We write
W Q0 w
The error is usually the L -&rror given by

O -Bw [

o P
C

and the training algorithm is the onglizing the standard backpropagation algorithm of the

feedforward network.
3.3 Autoencoder types

3.3.1Stacked autoencoders

h'g. new
autoendcoder

FIG 1.11: stacked autoencodachitecture

The simple autoencoder described in the alsmaion can be stacked to produce a deep
autoencoder. We first describe thecsdled layemwise pretraining. It goes as follows. First,
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as inthe Figureabove the top layer of the simple autoencoder is removed while the bottom
and the middle layersmeain intact. The value of the middle layer is now renaméQaasd by

abuse of language we also denote this layéRbin what follows, we also abuse the language

to use the same symbol to represent the name of the layer and its value at the samedinde. S
use layefQ, the old middle layer, as an input and put two more layaardiQ. Then the three
layers,"Q, "Qand"Q, can be regarded as another simple autoencoder on its own right and is
trained likewise. In particular, given an original input, hl is now regarded as the input for

the newly created simple autoencoder Q Q

Now remove the top layeiQ and keepQ. We now have a thrdayer neural network
consisting of x,Q, "Q. The connection matrix between h1l and h2 is the one gotten from the
simple autoencodéR1 "Q 1 "Q; and the connection matrix between x and h1l is the one gotten
from the original simple autoencod@i "Q1 wNow keep repeating the same process to add

more layers one at a time to get a nHdiyered autoencoder, hence the name deep autoencoder

Note that up to this, everything was done using only the input x. Since we have no need for the
label y, what we have done so far can be dubbed unsupervisaddgadi

3.3.Denoising autoencoders

h

LA ,
‘x_. Add noise

[}
X #
Fa
#

FIG 1.12 denoising autoencoder architecture.

In order to avoid overfitting autoencoders, various regularization techniques are applied. One
of them is intentionally adding noise, in which case the resulting autoencoder is called a
denoising autoencoderhe Figureaboveshows an example of a simplgteencoder to which
noise is added. It works as follows. Instead of using the iapone adds noise, typically

Gaussian noise, and this corrupted ingdg used as an input for the simple autoencoder
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enclosed in the box in Figudel2 However, when it comes to decoding, its target is not the
corruptaidut the uncorrupted original ingutSo the error is
O

P bz o
C

all o)

Where the valueDz 6 "Dz hi.e. the decoded value dDz that is the corruptec .

One can also apply the same denoising method for each layer in the layerviiagprg

The training we have described above is done lbydayer, hence the layavise training.

And we also call it préraining if we want to emphasize the fact that the supervised learning
involving the output (label) is the final goal and the construction of the autoencoder is only a
preparatory step. There is another way to train agtmars.In the construction of a deep
autoencoder, instead of building up laysrlayer, we put up the whole structure at once and
train the whole network (find good connection weights) by minimizingitherror between

the input x at the bottom layena the outputvat the top layer. This is a feasible problem
because nowadays training deep neural networks can be routinely done. Once the network is

constructed, we remove the top half to get the network. This again is the deep autoencoder.
3.3.3variational autoencoder

Variational autoencoders (VAEs) are powerful deep generative models widely used to
represent higldimensional complex data through a toimensional latent space learned in an
unsupervised manner. In the original VAE model, theuingata vectors are processed
independently. Recently, a series of papers have presented different extensions of the VAE to
process sequential data, which model not only the latent space but also the temporal
dependencies within a sequence of data veetodscorresponding latent vectors, relying on
recurrent neural networks or stagace models. In this paper, we perform a literature review

of these models. We introduce and discuss a general class of models, called dynamical

variational autoencoders (DVAIE, which encompasses a large subset of these temporal VAE
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extensions. Then, we present in detail seven recently proposed DVAE models, with an aim to
homogenize the notations and presentation lines, as well as to relate these models with existing
classical temporal models. We have reimplemented those seven DVAE models and present the
results of an experimental benchmark conducted on the speech aredysihesis task (the
PyTorch code is made publicly available). The paper concludes with asistos important

issues concerning the DVAE class of models and future research guifigbhes.

- o Latent o
Input Encoder & Decoder Output
Space

FIG 1.13 Variationahutoencodearchitecturénveb(®)

3.3.4Sparse autoencoder

SparséAutoencodersire a type of artificial neural network that are usedufmupervised
learningof efficient codings. The primary goal of a sparse autoencoder is to learn a
representation (encoding) for a set of data, typically for the purpodemehsionality

reductionor feature extraction

Sparse Autoencoders consist of an encoder, a decoder, and a loss flihetiemcoder is used

to compress the input into a latepaaice representation, and the decoder is used to reconstruct
the input from this representationhe sparsity constraint is typically enforced by adding a
penalty term to the loss function that encourages the activations of the hidden units to be sparse.

The sparsity constraint can be implemented in various ways, such as by using a sparsity penalty,
a sparsity regularizer, or a sparsity proportibime sparsity penalty is a term added to the loss
function that penalizes the network for having 1sparse actiations. The sparsity regularizer
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is a function that encourages the network to have sparse activatiensparsity proportion is

a hyperparameter that determines the desired level of sparsity in the actipEdijons.
3.4 Application domain of autoencoders

3.4.JAnomaly Detection: Autoencoders can learn to reconstruct normal instances of data
accurately. When presented with anomalous or outlier data, the reconstruction error tends to be
higher. By monitoring reconstructioerrors, autoencoders can detect anomalies in various

domains, including cybersecurity, fraud detection, and equipment maintenance.

o ——y
g Card Check
Card?
H Su?flféclekff t&a?;:ce? —_— O \‘
. Predictive
- I Feedback I—» Model

- -
- ——— _ﬂ_

< il -
nvestigation

FIG. 1.14 Credit Card Fraud Detection (WED).

3.4.Dimensionality Reduction: Autoencoders can compress hidimensional data into a
lower-dimensional representation while preserving essential features. This capability is useful
in tasks like data visualization, where reducing the dimensionality of data facilitates easier

analysisand interpretation.

3.4.3Image Denoising and ReconstructionAutoencoders trained on clean image data can
be used to reconstruct noisy or corrupted images, effectively removing noise and restoring the
original content. This application is valuable in image processing tasks where images are

degraded by factors suels compression artifacts or sensor noise.
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3.4.4Feature Learning and Representation:Autoencoders learn compact and meaningful
representations of data through unsupervised learning. These learned features can then be used
as input to downstream supendséearning tasks, such as classification or regression,

improving the performance of the overall system.

3.4.5 Generative Modeling: Variants of autoencoders, such as variational autoencoders
(VAEs) and generative adversarial networks (GANSs), can genesatelata samples similar
to the training data. This capability is particularly useful in generative modeling tasks,

including image generation, text generation, and music composition.

3.4.6Recommendation SystemsAutoencoders can learn latent represematiof usesitem
interactions in recommendation systems. By encoding user preferences and item characteristics
into a lowerdimensional space, autoencoders can provide personalized recommendations,
enhancing user experience and engagementamenerce pldbrms, streaming services, and

content aggregators.

3.4.7Time Series Analysis:Autoencoders can be applied to sequential data, such as time
series or sequential sensor readings. By learning temporal dependencies and patterns in the
data, autoencoders cgrerform tasks like anomaly detection, prediction, and sequence

generation in domains like finance, healthcare, and manufacturing.
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Introduction

Electricity is crucial for our daily lives, powering everything from lights to transportation.
Unfortunately dectricity theft is a widespread phenomenon throughout the world, whether in
developed or uretdeveloped countries. Still, it is common in undeveloped places due to the

poverty experienced by the residents of these areas, which drives them to such immoral acts.

One of the reasons for the spread of such thefts is the lack of supervision difitctrisy of

detecting them. Electricity theft remains a problem that affects the economy of all countries.

In this chapter, we will discuss electricity theft and the types of stealing, how can we figure

them out, and the tools that allow it to be detcte
1. Electricity theft

Every year, energy theft globally causes enormous economic losses for electric utilities[1].
Energy theft is typically defined as the illegal usage of energy services with dishonest
intentions, such as meter tampering, bypassing,dioect tapping from feeders[2].
Implementing smart meters and advanced metering infrastructure (AMI) can help electric
utilities prevent traditional energy theft[3]. However, intelligent energy thieves may still
manipulate smart meters using advancedriecies[4]. Electricity theft is considered a crime,
offense, or even a minor mistake in different countries, depending on local parameters. In this

section, various cases of electricity theft will be detailed.
2. General statistics

Several case studiegist covering energy thethese studies include countries such as Russia,
India, the U.S.A., and the U.KAccording to the stay energy safe website, here are the

following statistics:

Here has been a 61% increase in reports since last year with@@rdports a month received

by Crimestoppers during the winter months (comparing DeEeil22 to Dec 22Feb 23)

Since 2017, it has been reported that there has b&@0dPa increase in people tampering with
their energy supplit is estimated that up to 250,000 cases of energy theft still go unreported
every yearlt is also estimated that energy theft is occurring itoupin 150 homes every year
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A recent study by Direct Line business insurance found 43% of electricians and gas engineers

have been asked by customers to tamper with their meters.

Also, nearly all (92%) of the electricians and gas engineers suri®hede that increased
energy costs have led to more people looking to make their meters run slowly to save money
on energy. Crimestoppersodé figures show that
in the 12 months to April 2023, substantially uprpared to the 7,776 reports received in the

12 months to April 2022.

Electricity theft has many negative effects, among which huge economic losses drive utility
companies to figure out ways to reduce electricity theft greatly. Total worldwide revereg loss
were total about $89.3 billion in 20[B}. which rose to $96 billion in 2018]. In Table 1, we
summarize recent statistics regarding ratios of stolen electricity to total power generation and
revenue losses in several countries. The statistics in Tainldicate that electricity theft is

much more serious in developing countries than in developed colifjtriearticularly, India

loses the most money among all countries in the world. Since utility companies cannot afford
the enormous economic losseerd, they usually pass on these losses to all customers via
higher tariffs. It is reported that each customer in the U.K. has to pay extra C30 for electricity
thef{8].

Il n addition, electricity theft i nduyowers Ut i
demands. When electricity theft occurs, adversaries report lower electricity consumption than
what is consumed. The incorrect information would mislead utility companies to generate less
electricity than what is demanded, resulting in power quaktgradation. As reported, in
regions where electricity theft is pervasive (e.g., India), customers often experience voltage

sags and intermittent power disruptions, especially during peak load pfiods
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Country % power stolen  Revenue losses
USA [153] 0.5% ~ 3.5% 51 ~ 108
India [11][16] I0% $16.2B
South Africa [17] 33 208 Rand (%1.58B)
Metherlands [18] 23% €114M(3123 49M)
Brazil [18] [19] 20 ~ 30% BB reais(33.7B)
Bangladesh [15] 14% F06E TE($50.86M)
Malaysia |20)] 20%: H220M
Turkish[21] 15% 1B
Jamaica[22] 1 85 bt Lt |
Canada [23] ~ 10OM CAD

FIG. 2.1 : Sample Electricity ThefBtatistics

According to ELchourouk online electronic newspaper in 05/03/2017: Algerians Steal 13

Thousand Megawatts Of Electricity Annually.

The National Electricity and Gas Company Sonelgaz not secured 6 billion dinars from dues
among public angrivate customers during 2016, to settle in the range of 58 billion dinars as
it was estimated last year at 64 billion dinars

According to The Sonelgaz CEO Mr Guitouni, these nefarious phenomena, especially
electricity theft account for about 20 perceftihe productive capabilities of the company with
regard to electricity, as about 13 thousand megawatts per year are wasted because of these
i Il egal from wanton steal

practices deriving

Eldjoumhouria.dz websit@lso published in 26/01/2024: Sidi Bel Abbes: 401 cases of
electricity theft and 23 gigawatts recovered during the year 2023.

The Directorate of Electricity and Gas Distribution of Sidi Bel Abbes State has taken several
measures to compensate for the daneagsulting from recorded cases of electricity theft,
including the amicable settlement, which enabled the recovery of 23 gigawatts during the year
2023, equivalent to about 9 billion and 300 million centimes. Sonelgaz's departments had
recorded 401 case$theft distributed across all parts of the state, which took two forms: either

tampering with the real consumption of the consumed energy or stealing energy from the
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network without billing it. This theft also causes financial losses that harm thpacgta

budget and has several consequences. Technical negativity, including pressure on the capacity
of electrical and gas installations, and frequent fluctuations (lllegally exploited facilities,
disturbances in the supply of energy by customers, a isignifdecrease in tension with
repeated occurrences, short service life of the equipment, loading transformers and connections
beyond their capacity, in addition to its social repercussions, which relate primarily to the
growing phenomenon of attacks agdiagents The Directorate after recording cases of theft

among citizens).
4. Electricity theft methods

As electric energy suppliers inform us, the ingenuity eéalted clients knows no boundaries.
Based on their many years of experience, they assunathére are about 300 different theft
techniques. Collectors and controllers visiting the clients are alert to such ideas. There are cases
of clients in their attempt at tampering, breaking the meter in a way that makes it impossible
to fix it or inflates the measured valu€dignals indicating an act of illegal electric energy
consumption are usually (although not always) scratch marks or damage of the plastic welds
on the meterds housing. |l ssues related to

categories

1. classic energy theft from a line in front of the meter,

2. modi fication of the meterds operation,

3. short circuiting orterminal modification and tampering with the physical security
mechanisms of the meter,

4. modi fi cati on of -tanperingméh tleerméraooy @ed rmatherboand
chip of the meter.

There is also another form of theft involving a collusion with an employee supervising the

collecting and billing process. The most important and mostlpotheft techniques are
4.1 Hidden connection in front of the meter

This technique is the most popular method of electric energy theft. It is most often encountered
among clients of lower social standing, living in old apartment building whose old eéctric
installations facilitate performing illegal modifications. This method involves connecting an
additional installation to the line in front of the metering system. The basic version of this kind
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of theft assumes total utilization of an illegal sounich is quite easy to detect. A more
sophisticated method involves only partial use of an illegal source to make detection harder.

The theft is often performed only on a seasonal basis, e.g. in winter, for heating.

FIG. 2.2: Direct tappingcablesveb01)

Physical tampering with the terminals or bridging

The consumer has a thrphase meter at thadisposal. If they are knowledgeable in electrical

engineeringand disconnect the N neutral wire, takiceye not to allowthe nst al | at i on

pointtobegal vani cally connected with the meterod

energy consumptigrthe meter will understate the energy value, e.g3@% as potential
equalization current will not flowhrough the N wire. Daethe recipient consunenergy in
accordance with the contract? These dagme distribution companies purchase meters that

facilitate detection of such actions.
43.Physi cal tampering with an anal og meter 6s
4.3.1. Magnetic field

Influencing ameter with a strong electromagnetic field by means of neodymium magnets,
which is one of the most popular methods of illegal energy consumgtiat is because
demagnetization of the inhibitory magnets initially slows down the counting wheel until it
stops, but then it start moving again and speeds up, which in turn causes inflated readings and

increased energy bills.
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FIG. 2.3: Development of effective shielding against electri¢gb02)
4.3.2. Photographic film

This fraud involves an attemfat stop the moving counting wheel of an analog meter by means
of inserting photographic film between the rear housing of the meter and the glass front cover.
This trick is popular because it does not necessitate opening the mdtes aagy to perform.

The properties of film (it is narrow, elastic and durable) make it possible for it to be inserted
into a meter (and moved if need be), leaving practically no traces. The curious thing is that
photographic film passes well through narroends made by edges of the housing and cover.
Inserted film rolls up inside the meter, hindering or completely blocking the movement of an

anal og meterds wheel
4.3.3. Housing drilling

A technique very similar to the previous method, it involves makidgerete hole in the
housing. The most common technique is drilling a hole with adiameter lesser than 1mm or
burning such a hole in the plastic housing with a heated needle. The hole is small enough to
allow for insertion of elastic print and, if need (adter resistance is gone), blanking it off. A

hole with a minimal diameter made in the right spot can go unnoticed by a collector performing

a reading.
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44 Tampering with a digital meterod6s software

This technique involves making a logical changéhim state of variables we can refer to by

means of socalled OBIS (Object Identification System) codes

These variables are responsible for storing values based on which the energy supplier bills a
given client. Due to the process of breaking through masgurgy measures being
exceptionally complex and tirnsuming, and the necessity to have highly specialized
knowledge, this method of fraud is encountered extremely rarely. More information on security

of smart electric energy meters can be found imthe point.

We find these methods almost all over the world. The difference is slight in the type of tools
used, but the method is the same. For example in Algeria according to an article published in
ELchourouk newspaper on 18/02/2016

Many citizens decied to resort to some methods and tricks to confront the increase in
electricity bill prices, which was announced within the framework of the austerity policy
pursued by the country, as they deliberately put some things in the meters to completely disrupt

its movement for a short period of time or reduce its speed

The infernal methods and tricks that many Algerians have used to confront the high prices of
electricity and gas bills are considered plans that do not occur to anyone, as many of them have
invented methods that lead to permanently disabling the movement of the meter for a short
period of time, so that a large amount of consumption is not recorded, while others have
adopted Methods that enable them to reduce the speed of the meters im i@diece the value

of the electricity consumption recorded by the meter

According to responsible sources at the Sonelgaz Foundation, many citizens discovered some
tricks through which they were able to stop the movement of the meter, especially with regar

to old meters, as some of them resorted to using a small nail or needle, while others used a
piece of magneK|l osht apead&romgp fiAht pl acing a
also stops the movement of the meter completely, such as pladmge stone or even
Awages, 0 because the weight of the block pr
the meterés rotation. As for the new meters,

some of them are wise to change the lacatf only two wires
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The same spokesman revealed that these methods were common before, but they increased
significantly after the announcement of an increase in electricity prices due to the austerity
policy, saying that they are removed a few daysredfte agents responsible for recording the

amount of electricity consumed pass by
5. Electricity theft detection

5.1 Meter Analysis

Abnormal Consumption Patterns: Utility companies analyze meter data to identify sudden
spikes or irregularities ielectricity consumption. A sudden increase in consumption outside

of normal patterns can indicate potential theft

Load Profiling: Load profiling involves creating profiles of typical energy usage for different
types of customers. Deviations from thesdif@® may suggest theft

5.2 Advanced Metering Infrastructure (AMI):

Smart Meters: These meters provide 4teéake data on electricity consumption. Utilities can

remotely monitor usage, detect abnormalities, and receive alerts in case of potential theft
5.3 Data Analytics

Using advanced analytics, utilities can process large volumes of data to identify patterns
associated with theft. Machine learning algorithms can learn from historical data to recognize

anomalies
5.4 Remote Sensing Technologies

Infrared Imaging: Infrared cameras can detect heat signatures associated with unauthorized

connections or hotspots on electrical equipment

Drones: Drones equipped with infrared cameras can be used to survey large areas and identify

irregularities
5.5 Power QualityAnalysis

Monitoring variations in voltage and current can help detect abnormalities associated with

theft, such as the use of illegal connections or bypass circuits
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5.6 Tamper Detection Devices

Electronic seals or tamper detection devices camdtalled on meters. They trigger alerts

when tampering or unauthorized access is detected
5.7 Field Inspections

Utility personnel conduct regular physical inspections to check for visible signs of tampering,
illegal connections, or meter bypass. This nmplve inspecting meters and the surrounding

infrastructure
5.8 Meter Seals and Security Measures

Utilizing secure meter seals and enclosures to prevent physical tampering. Tampering attempts

can be identified if the seals are broken or compromised.

6. State of the art

6.1Some Al software for electricity theft detection

F C3Al
=
Management

FIG. 2.5 Logo C3 Al(wel03).

6.1.1 C3 Al Energy

Energy management platforempowers sustainability, facilities, and operations managers to
achieve targets for energy cost, GHG emissions, water consumption, and waste reduction. The
application models fuel efficiency and emissions at every level from the individual equipment
up tothe facility as well as SKdevel product carbon footprints. Advanced Al models identify
opportunities for fuel efficiency, prioritize emissions and cost reduction strategies with
benchmarking and scenario analysis, alert operators to efficiency angnaatbsserify

progress against sustainability goals across the entefpeb®3.
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6.1.2 Itron analytics

Ifron

FIG. 2.6: Logo ltron (wel®4).

Itron provides analytics solutions for utilities. Their software may include features for detecting

anomalies and unusual patterns in energy consumptiofweatx).
6.2 Data base

A database is a structured collection of data that is organized in a way that allefeiemt

storage, retrieval, and management of information. It serves as a centrgiasiory where

data is stored, and it typically employs a systematic methaatdainizing and accessing data.
Databases are used in various applications, such as business systems, websites, and software
applications, to store and manage large voluniesformation. The data in a database is
organized into tables, which consist of rows and columns, and relationships between different
tables can be established to provide a comprehensive and interconnected view of the data.
Database management syst€dDBMS) are software applications or systems that facilitate the
creation, maintenance, and manipulation of databases, ensuring data integrity, security, and

efficient data handling.
6.2.1 SGCC Electricity Theft Detection

Electricity theft detection released by the State Grid Corporation of China (SGCC) dataset data
set.csv contains 1037 columns and 42,372 rows for electric consumption from January first
2014 to 30 October 2016. SGCC data from column 1 to column B03aiy electricity
consumptionThen columril036is consumer ID that is alphanumefide lastcolumn named

flag is the labels in 0 and 1 valu@sindicating no theft and 1 for theft

32




CHAPTER2 ELECTRICITY THFT

6.2 Some related works
Haiging Liu 2020

The new CSL powestealing detection model proposed in tiigrk deals with unbalanced

data sets through CWGAN. The generated pestealing data is mixed with the original data

to form an enhanced data set for subsequent feature extractor training. Experiments show that
the model not only makes the model convergelduidut the MCC value is higher under the
same epoch and the final MCC value of the model is increased by 0.1 to 0.8 compared to the

case without data balancing operation.

Il n addition, in view of the inter fd#gasethace noi
comprehensive convolution and encoder idea is proposed to extract thespealieg feature

extractor SCDAE. On the one hand, the noise in the data set is filtered by the noise reduction
autoencoder to avoid the adverse impact of the noaa.dOn the other hand, the noise

reduction autoencoders are stacked by convolution to extract more typical features in the theft

of electricity, laying a good foundation for subsequent classification detection. Finally, through
experiments comparing theaining and test results obtained on different ca¢aling
detection models on the same data set, it is concluded that the CSl-gpealsry detection

model has improved the typical indicator accuracy from about 85% to more than 90%
compared to the camon powerstealing detection model, which has obvious advantages. The
current work of this paper still has certain limitations, which involve the need to adjust a large
number of parameters when using the LightGBM library. The LightGBM model parameters
play an important role in the final effect of the povetealing model. In this paper, only manual
debugging 1is used to i mpl ement some par ame
classification of powestealing features have not been fully utilized. Paramatiaptive
adjustment methods can be added in the future to achieve the optimal approximation of model

parameters.
Takiddin 2022

In this research, researchers developed Deep AutoerBaded Anomaly Detection of
Electricity Theft Cyberattacks in Smart i@ using time series data. they examine fully
connected feefbrward and seq2seq structures in aemcoders, focusing on RNN and LSTM
architectures. Fully connected fefmtward structures are considered as a benchmark due to
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their simplicity, while LSTM-based RNN autencoders are designed to capture temporal
correlations in timeseries electricity consumption data. The study evaluates threerazader
structures: simple autencoder (SAE), variational auancoder (VAE), and autencoder with
attention (AEA). VAE and AEA are found to improve detection performance by capturing
variabilities and handling long sequences, respectively. The proposeenaoiders are tested

on two datasets and validated against six unseen electricity-atgheks. Theiperformance

is compared to various detectors, and the deep AEA anomaly detector is identified as the most
effective, achieving 94% in detection rate with low complexity and almost instant decision

making.

Pamir 2023

Researcherdevelop a novel approacffieiently detect electricity theft inreart grics. Using

the salp swarm algorithm (SSA), gate convolutional autoencoder (GCAE), arsknegtve
learning and long sheterm memory (CSLSTM), an effectiedectricity theft detectio(ETD)

model named SSAGCAEI CSLSTM is proposed in this work. Furthermore, a hybrid GCAE
model is developed via the combination of gated recurrent unit and convolutional autoencoder.
The proposed model comprises five submodules: (1) data preparation, (2) datanigal(3)
dimensionality reduction, (4) hyperparameters' optimization, and (5) electricity theft
classification. The regime EC data provided by the state grid corporation of China are used
for performance evaluations via extensive simulations. Theogeml model is compared with

two basic models, CSLSTM and GCAESLSTM, along with seven benchmarks, support
vector machine, decision tree, extra trees, random forest, adaptive boosting, extreme gradient
boosting, and convolutional neural network. The itssekhibit that SSAGCAEI CSLSTM

yields 99.45% precision, 95.93F4 score, 92.25% accuracy, and 71.13% area under the
receiver operating characteristic curve score, and surpasses the other models.

Ruizhe 2023

This work proposes a sefsupervised ET@pproach based on a hybrid replay strategy. From

the data perspective,ghieseqrcherslesigna hybrid replay strategy that includes a variational
autoencoder (VAE) and sample scrambling ran
method to obtain increemtal ETD capability. From the detection method perspective, this

work designs a senrsupervised ETD architecture that uses a temporal convolutional attention

network (TCAN) as a feature extractor and uses contrastive learning to improve the utilization
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of unlabeled sensing samples, thus reducing the labeled sample size required fotuneine
process. Experimental results on the Irish smart energy trial (ISET) dataset show that the
proposed scheme effectively solves the problem of incremental ESiDal sample size, and

achieves 92.72%, 92.70%, and 92.57% on accuracy, precision,-aoolré&l respectively.
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CHAPTERS CONCEPTIONAND EXPERIMENTION

Introduction

Detecting abnormal electricity consumption is a valuable approach for identifying theft by
analyzing usage patterns. Classifying consumers as potential thieves relies on identifying non
technical losses. Ouriprary objective is to construct a model for categorizing consumption
data using a stacked denoising autoencoder combined with various classification techniques.

In this chapter, we will outline the steps for building the model and present the results.
1. Architecture of the system

The architecture of the electricity theft detection system consists of several essential steps
illustrated in the block diagram depicted in Figure 1. Our approach starts with utilizing a
learning database that contains the coniion data required to train the autoencoder model.
Specifically the stacked denoising autoencoder. Then we take the extracted features or the
constructed data (the output of the bottleneck layer of our autoencoder) and give it to another

classificationtechnique for further analysis.

Learning base
(SGCC electricty
consumption dataset)

Data preprocessing

Training ‘Stacked denoising autoencoder
model
Constructed data Classification technique
(Bottleneck ouput) (LG, SYM,KNN and DT)

Electricity theft detector

C Theft ) ( No theft )

FIG. 3.1 Electricity theft detector model.
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2 Presentation details of the system

2.1 Database
In order to realize our model, we must have datab@peesenting the objects to be studied.

We used the SGCC electricity consumption database, which is composed of 43855020 values

represent the daily consumption collected from 1035 China consumers.
2.1.1 Data mining

In the field of machine learning, Dataiality is of paramount importance, as it directly
influences the success of the project. Therefore, data preprocessing is generally considered the

first step to be performed in a project.

In this section we will discover, visualize and draw meaningfulrimédion from our corpus,
in order to make appropriate modifications and make informed decibiguses 1 represesnt

the dataset used.

1/10/2014 ... 10/24/2016 10/25/2016 1/26/2016 18/27/2016 16/28/2016 19/29/2616 16/30/2016 10/31/2016 CONS_NO FLAG
000 .. 0.02 0.06 0.58 0.89 035 0.38 0.70 025 0387DDSAOTE0TFDAG2T1170FEBADIIST 1
000 . 1713 1432 16.37 26.33 19.06 17.38 13.94 1414 0106177B0D4FFEOCABASEF17DAFC2E84 1
1 . Nah 143 222 24 348 289 188 116 4B75ACAF2D8434CFF620B64D08B43103 1

7 B32ACECCEDI0B05AC05305TABOSFIME 1

=21

0m . 20.98 1847 13.50 14.80 19.28 16.10 1731 16.

0o . 0.61 1.33 0.55 162 183 210 116 213 EDFCT8BO7BA2908B3395C4EB2304665E 1

FIG. L examples of the SGCC database

2.1.2 Data preprocessing

In our system, we perform preprocessing operatapmied to numerical values to prepare
them for training the model. These operations include dropping the unnecessary columns and
rows and removing the missing and outlier values, applying a normalization, standardization
methods for more cleaning. Thegperations aim to improve data diversity and prepare for

better learning convergence.
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1712014 /82034 1/9/214 1/16/2604 .. 10/23/2016 16/24/2016 10/25/2016 10/26/2016 10/27/2016 10282016 10/29/2816 10/36/2016 10/31/2016 FLAG
1805 168 1667 W . 4360 1600 1330 1361 1920 4 16.06 1914 ot 00

6% 92 6 "M . B N7 UM B KW UD 12E 1K 18 00

000 000 000 000 . 454 46R 43 46 6.26 260 14 4% 300
000 000 000 000 . 0000 0000 000 0.0 000 000 00 000 000 00
2830 4L 4 30 T 276 3% 276 340 216 30700

FIG. 2: Finaldatabase

2.1.2 Data division

We have divided this database into three subsets: the training set, the validation set and the set

test (train/val/test).

Training Set: This portion of the dataset is used for training both the autoencoder and the
classifier. The autoencoder learns toorestruct the input data, while the classifier learns to

classify the encoded representations

Validation Set: This set is used for hyperparameter tuning and model selection. During
training, we will evaluate the performance of the autoencoder and thiéietass this dataset
to choose the best hyperparameters and architecture configurations. It helps prevent overfitting

and ensures that your models generalize well to unseen data

Test Set:This set is kept separate from the training and validation data and is used to evaluate
the final performance of our combined autoencadiassifier model. Once we've selected the

best hyperparameters and trained your models using the training andicalisketls, we
evaluate their performance on the test set to assess how well they generalize to new, unseen

data.
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2.1.3 Creation of data loaders

In this step, we create the data loaders to load data in batches during training and evaluation of
the model.This facilitates batch processing of images and improves the effectiveness of the

model.
2.1.4 Training

In a consumption data classification system using the combined autoenlzsséier model,
the main objective is to develop a system able to cladsfifigrent consumers ( if they are
thieves or not) The main steps of training our combined autoenctadsifier model are as

follows:
Initialization of the combined autoencodefclassifier model

To initialize the combined autoencoe#assifier for mySGCC dataset, | first preprocessed the
dataset, handling data cleaning, normalization, and feature scaling. Then, | split the dataset into
training, validation, and test sets, ensuring each subset was representative of the overall data
distribution. Next, trained the autoencoder on the training set using unsupervised learning,
defining its architecture and selecting appropriate hyperparameters. After training, | utilized
the encoder component to extract features from all subsets. Subsequently, lediald

trained a classifier on top of the extracted features, using the training set for training and the
validation set for hyperparameter tuning. Finally, | evaluated the performance of the combined
model on the test set, assessing its classificatiomracg and generalization ability.
Throughout the process, | monitored the training progress, adjusted hyperparameters as
necessary, and validated the model's performance at each step to ensure effectiveness for

classification tasks on the SGCC dataset.
Feaure extraction

For feature extraction in the combined autoencathessifier setup on the SGCC dataset, |
leveraged the encoder component of the trained autoencoder. This encoder, having learned to
encode the input data into a lowgimensional latent spa, effectively captured essential
features of the dataset. By passing instances from the training, validation, and test sets through
the encoder, | obtained compressed representations that distilled the salient characteristics of
the data. These extractightures served as input to the classifier, enabling it to learn
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discriminative patterns for classification tasks. Ensuring consistency across subsets, |
employed the same encoder parameters for feature extraction. This approach facilitated
efficient uilization of the learned representations, enabling the classifier to operate effectively

on the encoded data. Through this feature extraction process, | aimed to enhance the
classification performance of the combined model while maintaining computatfbcigihney

and interpretability.
Adjusting model parameters

Optimizing model parameters stands as a pivotal stride within the realm of machine learning,
pivotal for enhancing model performance. In the code snippet furnished, the process of
parameterefinement unfolds through the prism of hyperparameter tuning via grid search. This
method orchestrates a systematic exploration across a predefined space of hyperparameters,
evaluating the model's efficacy across assorted parameter combinations. Esftarclaes it
Support Vector Machine, KNN, Decision Tree, or Logistic Regression, comes accessorized
with a distinct set of hyperparameters. These knobs and dials regulate the model's behavior
during training, wielding a direct influence over its predietprowess. Grid search, coupled

with crossvalidation, navigates through the hyperparameter maze by fragmenting the training
data into multiple folds, scrutinizing performance metrics like accuracy, precision, recall, and
F1-score. The creme de la cremedal crowned by grid search, is then put through its paces

on the test set to furnish an impartial appraisal of itsweald performance. Furthermore, the
creation of confusion matrices lends a visual scaffold, delineating the classifier's efficacy in
terms of true positives, false positives, true negatives, and false negatives, thus elucidating the
classification panorama. In essence, the art of tweaking model parameters, epitomized by
techniques like grid search, ensures that machine learning modélsefrealibrated to the
idiosyncrasies of the dataset, culminating in heightened performance and resilience in practical

applications.
2.2 Test phase

After training is complete, we evaluate the final model on the test set to get an unbiased estimate
of its performance on unknown data. Each value in the test set is passed to the model to obtain
classification predictions. The predictions are presented in the form of probabilities for each
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class. We calculate the evaluation metrics (accuracy) and arthlyzeesults obtained to

evaluate the performance and generalization ability of the model.

3. Experimental results

SVM

Classifier: 5WM
praecision recall fl-score  support
8.9 a.67 8.56 8.61 11341
1.8 a8.62 a.72 a8.67 11162
accuracy a.64 22583
macro avg a.64 a.64 a.64 22583
weighted avg a.6d a.64 8.64 22583

KNN

Classifier: KHNN

precision recall fl-score  support

8.9 a.67 a.6a8 a.64 11341

1.8 8.63 a.7a B8.66 11162

accuracy 8.6 22583
macro avg a.65 8.6 8.65 22583
weighted avg @8.65 g.85 8.65 22583

DECISION TREE

Classifier: Decision Tree

precision recall fl-score  support

g8.8 .65 .59 e8.62 11341

1.8 g8.62 8.63 8.65 11162

accuracy @.63 22583

macro avg a8.64 8.63 8.63 22583

weighted avg 8.64 a.63 8.63 22583
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LOGISTIC REFRESSION

Classifier: Logistic Regression

precision recall fl-score  support

8.0 a.64 a.54 @.58 11341

1.8 8.5 a8.69 a.64 11162

accuracy a8.61 22583

macro avg 8.62 8.61 a8.61 22583

weighted avg a.62 .61 a.61 22583
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Introduction

In this annex we are presenting our development todksscribéng the different steps for

implementing theslectricity theft detectiosysthem
1 The platform and development environments

Google colaboratory

Google Colaboratory

FIG.4.1: Google colaboratoripgo.

In order to obtain concrete and scalable results in our study, wealy use of Google Colab,
also known as Colakuolabis a cloudservice offered by Google which allows you to reproduce
the environmenliupyter Notebook in the cloud. It provides many users patkerful graphics
processors (GPUs), which is particularly advantagdoughose who cannot afford to form
learning projectsemote automatic (Web8) The table below presents the characteristfcs

the environment :

CPU Model 2-core Xeon 2.2GHz
RAM 25 GB
Disque dur 225 GB

Tab.1: Characteristics of the environment.
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2 Python language

Python is an open sourgaogramming language belonging to the categaotgrpreted
languages. It allows developers to focus on actibas they carry out rather than on the
different methods of carrying them out. Compared to compiled languages, Python offers
programmers considale time savingdt is widely used, appreciated and in high demand in
the IT field. Python is a dynamically typed language, which means that thetypegariable

can be modified. Annotations are used to spetyipes of arguments and return values of
functions. Python is commonlged for web development, data analysis, artificial intelligence,
neural networks, scientific computing and other areas of compadingnced. Programming

is undoubtedly the main area of usfethis language, which is suitabler both simple and

complex projects(WeB).
3 Libraries used

These libraries were used for the implementation and analysis of the modkssiication
of histopathological images of breast cancer based on Transforasersell as for data

manipulationand evaluation of results.
3.1 NumPy

NumPy, which is short f or inNaentécrpiograaniningiry t hon o
Python, mainly to manipulat#gital data. It offers multidimensional data structures ufaten

of tables, as well as a seft integrated tools to facilitate implementationPython. NumPy

essentially combines the advantages of the C languagBydhdn, by processing numerical

data in the form of tables to perfomultidimensional operations and data manipulations (Web

10).
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N

"2 NumPy

FIG. 4.2 Numpylogo.

3.2 Pandas

Pandas is a Python library used for data analysis. His developrasmhotivated by the need
to have a powerful and flexible tool tuantitative analysis, which allowed it to become one
of the Python librariegshe most popular. Pandas benefits from a very active community of

contributorswhich regularly contributes to its improvement and evolution (Wigb 1

!l pandas

FIG. 4.3 Pandasogo.

3.3 TensorFlow

TensorFlow is an eneo-end open source platform for machine learning. It has a
comprehensive, flexible ecosystem tabls libraries andcommunityresources that lets
researchers push the stafethe-art in ML and developers easily build and deploy -ML

powered applications.
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TensorFlow was originally developed by researshand engineers working within the
Machine Intelligence team at Google Brain to conduct research in machine learning and neural

networks. However, the framework is versatile enough to be used in other areas as well.

TensorFlow provides stabRythonandC++ APIs, as well as a neguaranteed backward

compatible API foother languagéaeb 12).

TensorFlow

FIG. 4.4 TensorFlowogo

3.4 Matplotlib

Matplotlib is widely recognized as the leading visualization and exploration lilonast
popular data source. It offers a wide range of tools allowiagte basigraphics, such as line

graphs, cloudpoint charts, histograms, bar charts and pie charts.

Matplotlib forms the foundation for many other visualization librariegs a tracing library
designed specifically for the language Rfthon programming and itsumerical extension
NumPy. Using Matplotlibusers can visualize patterns, trends and correlatitich might

not be detected by simply looking at text data(Wap 1
3.5 Seaborn

Seaborn is built on Matplotlib. Used to draw statistical gragitrsictive ad informative.
Seaborn is also a specialized supportcttegorical variables to show observations. Seaborn

has tools tselect color palettes that reveal hidden patterns in the\Gatia 14).
Key Features of Why We U&eaborn:

I Feature: Uses lesyntax and offers default them&smple and interesting,
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T Flexibility: Provides the most used default themes,

I Management of several figures: Automates the creation of several figures thatisariow

memory issues.
3.6 Sk-learn

Scikit-learn is anopensource machine learning library for Python that provides simple and
efficient tools for data mining and data analysis. It is built on top of NumPy, SciPy, and
matplotlib, and offers a wide range of algorithms for supervised learning (such as eltassific
regression, and clustering) and unsupervised learning (including various clustering
algorithms). Scikilearn also includes tools for model selection, like cradglation and grid
search, as well as metrics for model evaluation. Additionally,oniges data preprocessing,
feature extraction, and feature selection functionalities, making it a comprehensive library for

machine learning tasks

3.7 Imbalancedlearn (imblearn)

Imbalanceedearn is an opesource Python library designed to hanididalanced datasets, a
common issue in machine learning where some classes are underrepresented. It offers various
resampling techniques, such as oversampling (e.g., SMOTE), undersampling, and hybrid
methods to balance class distribution. The library mpatible with scikilearn's pipeline and

other functionalities, providing a seamless integration for users. Imbateered simple and
intuitive APl makes it easy to apply different resampling techniques, enhancing the

performance of machine learningdels on imbalanced data
3.8 SciPy (spicy)

SciPy is an opesource Python library used for scientific and technical computing. Building
on NumPy, it offers avast array of highelevel functions for mathematical, scientific, and
engineering computations. SciPy includes modules for optimization (such as function
optimization, linear programming, and least squares), integration (including numerical
integration ad ordinary differential equation solvers), advanced linear algebra routines (like
decompositions and eigenvalue problems), statistical functions and probability distributions,
as well as signal processing tools (such as filtering and Fourier transforoifdy. IS a
fundamental library for scientific research and technical applications in Python.
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Introduction

Presenting a successful project idea requires meticulous planning and thoughtful consideration.
The idea must possess specific characteristics that contribute to its success. It should be
innovative, offering a unique solution to existing problems, andintee clear societal need.

The idea must stand out from existing projects by incorporating new elements and a unique
methodology that adds real value to consumers. Moreover, the idea must be feasible and
sustainable, with the necessary financial, humad, tachnological resources available for
effective implementation. From a profitability standpoint, the idea should demonstrate the

potential to achieve a significant financial return.

This chapterfocuses on presenting our project idea, the team that caity out its
implementation, defining the project's desired goals, and establishing a timeline for achieving
them.

1. The idea of the project

The idea ofthe project is aveb application calledUANKOU, it detects electricity theft,
which mearcatches energy thieves. The idedha project began after seeing the statistics of

financial losses caused by ntethnical energiosses.

Every year, Algeria loses approximately 300 million Algerian centimes, and this is according
to what was pubdhed by AlDJomhouriadz newspaper about the Electricity and Gas
Distribution Directorate of the state of Sidi Bel Abbes on January 26, 2024

2. Suggested values

2.1. Explain how the application works

DUANKOU application is an eastp-use application with a simple interfagehich mearyou

do not have to employ people specialized in programmigmiputer science use it.

Old clients in charge of computers can suffice. The applicasodesignedto accept
modificationsaccording to the company's desires and, as their information is preserved and no

one can access it.
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2.2.Field of activity

An application to monitor electricity thefts falls within the scope of energy management or
facilities management software. It is designed to help energy companies detect and prevent
instances of electricity theft, thus improving revenue protection and ensuring equitable

distribution of resources.

This applicationhas never existed in Algeria, as electyidibefts are detected by sending
patrols to check the meters to see if they have been modified, and therefeeptiuation
will continue with effort and time. Through it, these teams that cost a lot of money can be

compensated with one free applicatimed by the company.

Since it is an electronic application, it can be modified according to developments in thefts and

the needs of energy companies.

3. The project owner

Halais Yousa Master2Studentspecializes irtomputer sciencand artificial intelligence.
My roleis:

- Programming the artificial intelligence mogdel
- Designing usefriendly interface.

4. \Work team

Backend developer handles server logic, databases, and APIs, ensuring security and

performance.

Electrical specialist Explain electricity distribution to create a wdbeled database for

precise algorithms.

Marketing employee conducts market research, develops the brand, plans and executes
marketing campaigns, engages with potential customers through promotionsvand |

demonstrations, and implements sales strategies to drive subscriptions and licensing deals.
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Lawyer ensures legal compliance, focusing on data privacy, security, and regulatory adherence,

while also protecting intellectual property and drafting aggeements. Together, they support

the project's financial health and legal integrity.

Accountanimanages financial records, budgeting, and resource allocation, ensuring the project stays

within budget and complies with financial regulations.

5. Project goals

DUANKOU applicationseeks to achieve the following strategic goals:

Through this projectwe seek to become the firsipplicationin Algeria to detect
electricity theft using artificial intelligence and keeping pace with the times,

We aim to becomehe first competitor for various applications or platforms that
complement and serve our field,

Striving to gain the trust and support of the state and investors through the credibility,
transparency, procedures and transactions the platform providedemt@ make the
DUANKOU applicationthe only platform at the level Algeria as a whole, which
specializes in the field of energy protection, and this oalis be a reason for Eliminate

all complaints that reach the Consumer Protection Authority as well, in order to reduce
the rate lllegal behavior that violates official laws such as the Competition Law, the
Consumer Protection Law, and all the laws and adguis that fall within the context

of our project.

use the Al model and backend architecture designed for anomaly detection in the
application can be customized with Ul adjustments to serve multiple industries. For
instance, in healthcare, it could momipatient vital signs for anomalies. In finance, it
might detect fraudulent transactions. In manufacturing, it could identify equipment
malfunctions. By tailoring the user interface, this technology can be effectively

deployed across various sectors toasrde anomaly detection capabilities.

my applicationDUANKOU also seeks to achieve many other goals that we can highlight

Below:

It aims to detect electricity thefts and thus avoid material losses that affect the economy
of the country as a whole,
Reducingheft and thus fighting corruption,
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- Reducing companies' burdens of material costs and human resources by replacing

detection teams with just one application.
6. Timeline for project realization

The ultimate goal is to create a professional and-bigility application under the name
DUANKOU.

To achieve this goal, we must rely on a set of steps and tasks, which are detailed as follows:
First task: Planning and requirements definition

We will begin with defining the project objectivesarting withdesignng the application

interface anapecifyall the need of the application (programming language, development, ...)
Secondtask: Data preparation

At this stagestarting with collecting data to create our dataset or searching for an appropriate

databasealready existethat can aguerd our needs
Third task: Development and implementation of the application

At this stage, the task of developing the application, this includes building the user interface,

the database preprocessing, and developing thedslrtte electricity theft detector
Firth task: Test and pilot theapplication

At this stage, the application is tested and piloted to ensure that it runs properly according to
the requirements, and all functions and processes offered are also tested and reaselted.

to ensure its quality and smooth and effective operation.
Fifth task: Official introduction of the application into service

After going through all the previous stages and after making sure that the application is
operating according to what was planmecdvance, work can be started by collaborath wit

energy companies and do the neagsmodification according to thedesire.

Sixethtask: Training and employing employees
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At this stage, the company's work team must be trainegtiyuse the application correctly

Seventh task: Continuous monitoringand improvement

Once the application is operational, it must monitor the overall performance and constantly

improve it according to guidelines, advice, or instructions. The efficiency of operations is also

evaluated and data is analyzed periodically émidly areas that can be improved or modified.

Tasks

Duration

Main tasks

Scondery task

1Month

2Month

3Month

4Month

5Month

First task: Planning
and requirement

definition

Second task: Data

preparation

Third

Development

task:
an(
implementation  of

the application

la mode

building

App
interfae

building

imple
mantat

ion

Firth task: Test and

pilot the application

Fifth task: Official
introduction of the
appplication into

service

Sixethtask: Training
and employing

employees

Seventh task:
Continuous
monitoring and

improvement
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Introduction

In our project,we placed significant emphasis on innovation, recognizing it as the critical factor
for our success. We diligently employed a variety of methods and technologies to foster
innovation, maintain a competitive edge, and effectively compete in the marketh@pierc
focuses on the nature and scope of the innovations incorporateaiimject.

1.The nature of innovation

Ourproject leverages multiple types of innovations to achieve its goals, enserstay ahead
of the market and compete effectively. These innovations are categorized into three main areas:

radical innovations, market innovations, and technological innovations
1.2.Radical innovations

Radical innovations form the backboneoof projed, transforming the way we approach theft

detection and utility management:

- Automates theft detection using data analysis and machine learning, replacing manual
inspections

- Provides reatime monitoring and predictive capabilities based on usage patterns

- Enhances scalability and efficiency, reducing operational costs

- Offers useifriendly dashboards and ref@ne alerts for quick decisiemaking

- Ensures secure data handling and supports regulatory compliance with detailed

reporting.
1.2.Market innovations

- Introduces a new service for automating electricity theft detection, reducing reliance on
manual inspections

- Significantly lowers operational costs for utility companies, enhancing profitability

- Increases customer trust by ensuring fair billing mattlicing unauthorized usgge

- Differentiates utility companies as innovative and forwtidking in the market

- Offers scalable solutions adaptable to various regions and utility sizes

- Creates partnership opportunities with smart meter manufacturersatndrehlytics

firms,
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- Improves revenue protection for utilities by minimizing losses due tq theft

- Assists utilities in meeting regulatory requirements and reducing compliance risks

- Engages customers with tools to monitor their own usage, fosteringmidiséducing
disputes

- Addresses a universal challenge, providing global market potential for the technology.
1.3.Technological innovations

Technological innovations are the driving force behind our project, enabling us to develop

advanced solutions andamtain a competitive edge:

- Advanced data analysis algorithms for anomaly detection

- Implementation of machine learning models like autoencoders
- Reattime monitoring systems for data processing

- Scalable infrastructure, such as cloud computing

- Robustsecurity measures for data privacy

- Integration with IoT devices and sensors

- Predictive analytics for forecasting theft activifies

- Automated reporting systems for alerts and notifications

- Continuous learning algorithms for improved accuracy

- Tools for egulatory compliance and standards adherence.
2. Areas of innovation

Ourproject encompasses various areas of innovation, each contributing to a more effective and
comprehensive solution for electricity theft detection. These areas include detection
techndogy, data analysis, automation, integration, security, scalability, user experience,

regulatory compliance, predictive capabilities, and continuous improvement.
Innovating in:

- more accurate and efficient detection technologies,

- analyzing electricityusage data to identify anomalies,

- automating the detection process to improve efficiency,

- integrating various technologies for a comprehensive detection system,
- ensuring data security throughout the detection process,

- creating scalable solutions adaptabl@ifferent environments,
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- Innovating in designing usériendly interfaces for operators and customers,
- solutions to meet regulatory requirements,
- predictive analytics to forecast theft activities,

- mechanisms for ongoing algorithm enhancement.
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CHAPTERS MARKET ANALYSIS

Introduction

To ensure the success DUANKOU application in combating electricity theft, we need a
thorough analysis of the electricity distribution market and a deep understanding of user needs.
This process involves studying competitors' methods and performance to identify their

strengths, weaknsss, and challenges.

Understanding user preferences for theft detection and reporting is essential, which we will
achieve through comprehensive market research and surveys. These insights will inform a
targeted marketing and development strategy for thatch@r" application, focusing on
attracting users and meeting their expectations.

Maintaining a competitive edge requires continuous monitoring and improvement of the
platform. This approach ensures we understand the target market, assess competition
effedively, and craft strategies that attract and retain users while delivering ongoing value.

1. The market sector

1.1 Potential market

Institutions Likely to Request application to Detect Electricity Thefts:

- Utility Companies,

- Government Regulatorigodies,

- Law Enforcement Agencies,

- Industrial and Commercial Entities,
- Smart Grid Technology Providers,

- Residential Communities and Property Managers.
1.2 Motivations:

Utility companies are motivated by financial losses due to electricity thefacitimg revenue

and the integrity of power distribution networks. Government regulatory bodies aim to ensure
fair pricing, efficient energy markets, and consumer protection by preventing illegal activities.
Law enforcement agencies seek to curb electribigft as part of broader efforts to combat

criminal activities. Industrial and commercial entities want to avoid being billed for stolen
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electricity, protecting their financial interests and operational efficiency. Smatrt grid technology

providers respond to the demand for solutions that enhance power grid efficiency and security,

including theft detection. Residential communities gmdperty managers aim to prevent
inflated communal electricity costs and ensure fair charge distribution. Overall, these groups
are driven by financial protection, legal compliance, operational efficiency, and technological

advancement.
2. Measuring the dgree of competition

Measuring the degree of competition in the market is essential to understand the unique
advantages and challenges faced by our electricity theft detection application. This evaluation
will help identify our strengths that can be levesd@nd weaknesses that need addressing.

2.1 Strong Points
Our application has several strong points that position it favorably in the market:

- Firstmover advantage in introducing electricity theft detection in Algeria

- Addresses a significant issaffecting utilities and consumers

- Utilizes modern technology such machine learning algorithms

- Solution tailored to local issues and regulatory requirements.

- Leverages growing community of startup programmers for development and support.
- Potentialfor collaboration with local utility companies and government bodies.

- Scalable design for future expansion to other regions.

- Ability to add new features or integrate with other systems as needed.
2.2 Weak Points
Despite our strengths, there are sewaemk points we need to address:

- Infrastructure limitations that may hinder implementation or effectiveness.

- Possible reluctance from utilities or consumers to adopt new technology.

-Lack of awareness or understanding of
- Ensuring compliance with data protection regulations and maintaining user privacy.

- Ensuring the system can scale effectively with increased usage and data loads.
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- Navigating potential regulatory and bureaucratic obstacles.

- Managing costs associateith meeting regulatory and compliance requirements.
3. Market strategies

To effectively promote our electricity theft detection application and ensure widespread
adoption, we have developed a comprehensive set of market strategies. These strategies
aim to raise awareness, build credibility, and foster trust among utility companies,

government officials, and the public.

- Utilize social media to highlight the issue of electricity theft and promote the benefits

of your application.

- Conductsessions for utility companies, government officials, and the public to
demonstrate the application's functionality and benefits.

- Partner with local utility companies to endorse the application as a trusted solution for
reducing electricity theft.

- Paricipate in and sponsor local tech events and hackathons to raise visibility

- Organize live demonstrations to build trust and credibility.

- Create a professional website and maintain active social media profiles for
information, updates, and customer soupp

- Publish articles, blog posts, and whitepapers about electricity theft and the application.
- Collect and share testimonials from early adopters and successful pilot programs.
-Engage | ocal community | eaders. to advoca
- Tailor marketing materials to the local context and language.

- Actively seek feedback from users to improve the application.
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Introduction

To successfully develop and depldoy ANKOU application for combating electricity theft, a
comprehensive and wedtructured approach is essential. This involves meticulously planning
the production process, ensuring adequate supply and labor resources, and collaborating with
key stakeholders. Belois a detailed outline of our strategy, including introductions for each

section.
1. The production process

The production process encompasses all steps from initial planning tagpdsyment,

ensuring the application is developed efficiently and affelst meets user needs
1.1 Requirement Analysis and Planning

- Identify Stakeholders: Engage with utility companies, regulatory bodies, and end
users to understand their needs.

- Define Obijectives: Clarify the primary goals, such as reducing electtiugfy,
improving detection accuracy, and optimizing resource allocation.

- Scope and Specifications: Detail the project scope, including the types of data

required, key features, performance metrics, and compliance requirements.

1.2 Data Collection and Preparation

- Data Sources: Gather data from smart meters, billing systems, customer records, and
historical theft incidents.

- Data Types: Ensure a mix of tirseries data (electricity usage patterns), customer
demographic data, and environmental data.

- Data Cleaning: Handle missing values, outliers, and errors to ensure data quality.

- Data Labeling: Label data with theft and Aeft instances for supervised learning

models.

1.3.Model Development
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- Model Selection Chooseour Al model, which is deeplearning model(stacked

denoising autoencoder

- Training and Validation : Split the data into training and validation sets. Train the

model on the training set and fiigne hyperparameters.

1.4.Implementation and Integration

- System ArchitectureDesign the architecture for the application, including data
pipelines, processing units, and storage.

- Backend Development: Implement the backend using appropriate technologies and
frameworks (e.g., Python with TensorFlow/PyTorch for Al, Django/Flaskwielb
backend).

- Frontend Development: Create a u@ndly interface for users to interact with the
system (e.g., dashboards for utility companies).

- API Integration: Develop APIs to integrate with existing systems (e.qg., utility billing

systems, smarheter networks).
1.5. Testing

- Unit Testing: Test individual components of the application for functionality.

- Integration Testing: Ensure all components work together seamlessly.

- Performance Testing: Evaluate the system's performance under varidii®osrand
loads.

- Security Testing: Ensure the application is secure against vulnerabilities and

unauthorized access.
1.6. Deployment

- Environment Setup: Prepare the deployment environment (laseld or on
premises servers).

- Continuous Integratio@ontinuous Deployment (CI/CD): Implement CI/CD
pipelines for automated testing and deployment.

- Monitoring and Maintenance: Set up monitoring tools to track system performance
and detect issues in re@ne.
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1.7. PostDeployment

- User TrainingProvide training for endisers and stakeholders.
- Feedback Loop: Collect feedback from users for continuous improvement.
- Updates and Scaling: Regularly update the system with new features, improvements,

and scalability measures

2. Supply

Ensuring aeliable supply of resources is crucial for the smooth development and operation of
the "Catcher" application.

- Human Resourcef omain experts, project managers.

- Hardware: Servers, workstations, storage solutions, network infrastructure, loT
deviceg(smart meters), GPUs.

- Data Sourcedistorical data, reaime data from smart meters, external data sources.

- Licenses and SubscriptianSoftware licenses, cloud services (AWS, Azure), data
subscriptions.

- Infrastructure: Cloud infrastructure, -@memises infrastructure, security measures
(firewalls, VPNS).

- Miscellaneous Supplies: Office space, collaboration tools (Slack, Teams), project

management tools (Jira, Trello).
3. Labor

DevOps engineers are essential for managing the deployment pipelgugingnsystem
scalability, and maintaining CI/CD processes. They handle the cloud infrastructure, container
orchestration, and overall system reliabilityheir responsibilities include.

3.1.DevOps Engineers

Manage the deployment pipeline, ensure systeatability, reliability, and maintain CI/CD

processes. Handle cloud infrastructure and container orchestration.

Proficiency in CI/CD tools (Jenkins, GitHub Actions), containerization (Docker), orchestration
(Kubernetes), cloud platforms (AWS, Azure, GzoGloud).
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3.2.Domain Experts

Specialized expertise or shadrm needs, such as cybersecurity experts to ensure data security.

Provide insights into electricity distribution and theft detection, help in understanding the

problem domain, and validate tA¢ models.

Expertise in electricity distribution systems, knowledge of typical electricity usage patterns and

theft indicators, and ability to interpret model outputs.

3.3.Project Managers

Coordinate the project, manage timelines, ensure communitetimeen different teams, and

keep the project on track.

Strong organizational and leadership skills, experience with project management tools (Jira,

Trello, Asana), excellent communication skills

4. Main companies

The parties that can help us in implertieg the project and are considered intervening parties,
carriers,Business incubators, banks, National Commercial Registry Center, Tax Directorate,

investors Exporters and importegs
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| Introduction

In this chapter we will discusthe financial aspects of a project aimed at developing and
implementing an application for a specific purpose. It covers various fees, costs, and revenue
streams associated with the project, providing insights into its financial viability and

sustainabilly over time

1. Costs and burdens

This section details the financial investments required for the project's development,
maintenance, and promotion. It includes -tin@e expenses such as development costs,
computer science equipment, promotioadlivities, and expert consultancy fees, as well as

recurring costs like hosting, infrastructure, and ongoing maintenance and support

The technical team will be engaged as partners for atimee collaboration, and their

compensation will be structured e@nsulting fees, which will encompass their salaries.

Development Costs

2 000 000.00 dfonetime)

Hosting and infrastructure

48 000.00dzper year

Ongoing maintenance and support.

600 000.00 dper year

computer science equipment

250 000.00 dZonetime)

Promotional activities and direct sales
efforts.

200 000.00 dZonetime)

Expert computable and layer

72 000.0dz (onetime)

Total

3170 000.00 dz

2. Business Number

Thissection outlines the anticipated sources of revenue for the project, includitighersand
recurring streams such as the sale of the application, subscription fees, consulting fees, and

licensing. Each revenue stream contributes to the overall finausinability of the project.

Sale of the Application

10 000 000.00 dronetime)

Subscription Model

360 000.0@z per year
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Consulting Fees 400 000.00 dper year

Licensing 200 000.00 dper year

3. ExpectedProject revenue

Here, the projecterevenue for both the first year and subsequent years is analyzed in detail.
It includes calculations for total revenue, total costs, and taxes such as VAT and TAP. The
section provides insights into the financial performance of the project over timejeramsi

both onetime and recurring revenue streams.

3.1.Revenue Projections for the Optimistic Scenario

Annual Revenuefor the First year

Revenue Total costs

10 960000.00 dz | 3 170 000.00 dz

Total revenue 7 790 000.00 dz

Annual RevenueSubsequentYears

Revenue Total costs

960 000.00 dz 648 000.00 dz

Total revenue 315 000.00 dz

3.1. Revenue Projections for the Pessimistic Scenario

The pessimistic scenario involves no sales and the project being rejecteddbgctheity
company. After one year, we will reassess the project, develop new promotional and marketing
methods, assemble a new work team, and update the application to make it suitabladdy an
detection. In this cas#je costs, revenuthe new optnistic and pessimistic scenarios will be

the same.
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Introduction

In this chapter, we will explore the prototype of our application, including its user intarfdce
functionality. As with any application, there is an admin who is responsible for managing the
application. This application will have limited access permissions to ensure security and proper

functionality.
1. Prototype
1.1 Al model

To build an Almodel for anomaly detection in electricity theft detection, start by collecting
historical electricity consumption data from smart meters, including normal consumption
patterns and known theft cases. Preprocess the data by handling missing values,imprmaliz

it, and engineering relevant features such as daily and seasonal consumption patterns. Split the
data into training and testing sets, and handle class imbalance using SMOTE. Select an
appropriate anomaly detection model like @Zlass SVM, Autoencodersr Isolation Forests,

and train the model on the preprocessed data. Evaluate the model's performance using metrics
such as accuracy, precision, recall, F1 score, and confusion matrixuf@éée model by
adjusting hyperparameters to improve perfornearkénally, visualize the results using tools

like Matplotlib and Seaborn to create plots such as ROC curves or confusion matrices.

Classification Report:

precision recall fl-score  support

8.0 @.66 8.61 g8.64 11241

1.6 8.4 8.69 8.66 11162

accuracy 8.65 22583
macro avg .65 .65 8.65 22583
weighted avg 8.65 8.65 @.65 22583

1.2 User interface

This is the login page for the admin.
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DUANKOU

Login to Your Account

Enter your username & password to login

Username

@

Password

Remember me

Don't have account? Create an account

Designed by HalaisYousra

Initially, the number of adminsers will be limited to three. If a new admin does not have an

account, they can click orCteate an accouhto go to the account creation page.
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Il DUANKOU

Create an Account

Enter your personal details to create account

Your Name
Your Email

Username

Username

@

Password

| agree and accept the terms and
conditions

Create Account

Already have an account? Log in

Designed by HalaisYousra

Now when the admin log in he will find this page.

™ Lmal Wl Youlube ¥ Maps g lransiate ) New lab

Bl DUANKOU = | scarcn Q ®  admin-
Dashboard Home
Components

Load database

Profile File Choose File  Na file chosen
Upload

Train

Contact

© Copyright DUANKOU. All Rights Reserved
Designed by HalaisYousra
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Here is where you will load your dataset, trainging the Al detector, and visualize the results

on the dashboard. The dashboard consists of three boards: one displaying the number of
suspected customers, another showing a usage pattern chart highlighting anomalies, and a third
listing consumer namesaailg with their status (green for normal, yellow for medium suspicion,

and red for high suspicion). The status will be shown as notifications; for instance, clicking on
the red notification will filter the suspects board to display only customers wittstgglicion

levels.

In the corner, there are three points displaying the date, allowing you to view the instances

suspicion, this monthés suspicions, or the
EX DUANKOU = Q ®  somin-
22 Dashboard Dashboard
Components e
Customers
Profile 12

Contact

Consumption pattern

.
50
70
60
.

50 P
B DUANKOU = Q @ samin-
88 Dashboard Consumption pattern

Components

90

19/09/18 05:30

30 .
Profile ® Anomaly: 82

70
Contact

60

.
B -\
.
) /.
30 ® \ /
.
20
00:00 01:00 02:00 03:00 04:00 0 19/09/18 05:30 [0
Suspects
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Now if you are looking for someone's usgggtern, you can click on "Components." Here,
you will find "Database" (click on it if you want to change your database; it is the first page
that appears when you log in) and "View Usage Pattern.” The "View Usage Patgm"
allows you to check the camsiption pattern of a customer by navigating to the search bar and

entering the consumer's name.
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